/Section 6.2 Orthogonal Vectors

Definition
A subset of R™ is called an orthogonal set if every pair of distinct vectors in
the set is orthogonal.

Example: an orthogonal set

)

By definition, a set with only one vector 1s an orthogonal set.

Question: Is an orthogonal set also linearly independent?
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Theorem 6.5

Any orthogonal set of nonzero vectors is linearly independent.

Proof Let S = {v,,V,, ..., v.} & R" be an orthogonal set and

v,=0fori=1,2,...,k
fori=1, 2, ..., k, we have
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Theorem 6.5

Any orthogonal set of nonzero vectors is linearly independent.

Proof Let S = {v, V,, ..., v,} € R" be an orthogonal set and
v,=0fori=1,2,...,k
fori=1,2, ..., k, we have

0 = 0-v;
= (avi+tceve+ - +cvi+ -+ cpVE) -V
= C1V1'Vi+CVy Vi+ - - +CV; Vi+ -+ CLVEV;
= Ci(V'L"V'L’)

= cillvill?ie., ¢;=0.
H_/
= ()
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Definition

A basis that is an orthogonal set is called an orthogonal basis.

Example: The standard basis € of R" 1s an orthogonal basis.

Question
Let S = {vi,va, -+ ,Vvi} be an orthogonal basis for a subspace V' of R™, and
let u be a vector in V. How do we express u as a linear combination of vectors
in S7
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Representation of a Vector in Terms of an Orthogonal Basis

Let S = {v1,Vva, -+, Vi} be an orthogonal basis for a subspace V' of R", and
let u be a vector in V. Then

Proof
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Representation of a Vector in Terms of an Orthogonal Basis

Let S = {vyi,va, -+ ,Vg} be an orthogonal basis for a subspace V of R", and
let u be a vector in V. Then

u-Vvy u- Vo u- Vg

[[val[?

Proof wn=civi+cvo+ -+ vy =
usv; =(Cvi+cavo 4o Vi + o 4 Vi) o Vi
=C1V1*Vi + Voo Vit o+ CiVie Vi1 o0 1 Ck Vi oV,

= C;i(Vi*V;)
u-v;

2 Ry Soll
=cillvill® = & = v |2




Example: § = {v,, v,, v;} is an orthogonal basis for R with

1 1 5
V1 = 2 , Vo — 1 , V3 = —1
3 —1 1
3
Letu=| 2 | andu=cyvy + vy +c3vy. ==
1
u- vy 10 u- Vo 4 u- vy 8
C1 = — , C2 = — 5,03 = —
[lval[> 14 [lval[> 3 lvs|[> 42

Question

Let S = {vy,va, -+, vy} be a basis for a subspace V of R", and let u be a
vector in V. How do we find, systematically, an orthogonal basis for V' from
the values of vectors in S7
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Example: $ = {u,, u,, u;}, wherew,=[1 11 1], u,=[2 10 17,

andu,=[1 1 2 1]"are L.I. vectors. Let’s find an
orthogonal basis for Span §.
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Theorem 6.5 (Gram-Schmidt Process
Let {uj,us, -+ ,ur} be a basis for a subspace W of R". Define
Vi = Ui,
uo - V3
Vo = U — Vi,
[[va]|?
us - Vi usz - v2
V3 = U3 — 1 — 2
[[va[[? [[val|?
v, = Ug - Vi ug - V2V ug - Vk:—lvk
— — ) S s A . ik SV
[[va[|? [|val[? [ Vie—1|[?
Then {vi,va,---,v;} is an orthogonal set of nonzero vectors such that
Span {vi,Va, -+, V;} = Span {ui,ug, -+ ,u;}
for each i. So {v1,vs, -+, vy} is an orthogonal basis for W.

o
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Theorem 6.5 (Gram-Schmidt Process)
Let {uy,us, -+ ,ux} be a basis for a subspace W of R™. Define
Vi = uj,
u Uz - Vi
Vo = 2 — Vi,
[[va[[?
vi = us - vy Ui - Vo uk'Vk—lvk .
= — 1 — 2 — -
[[v1][? [[val|? [[Vie—1|[?
Then {vi,vs, -+ ,v;} is an orthogonal set of nonzero vectors such that
Span {V17V27 e 7Vi} - Span {u17 g, - 7ui}
for each i. So {vi,va, -+, vy} is an orthogonal basis for W.

Proof By induction on £.

The theorem obviously holds for £ = 1.

Assume the theorem holds for k£ = 1, and consider the case for k + 1.
We have

@VGC'[OI’S, and Span{v,, v,, ..., v,} = Span{u;, u,, ..., u.}.
L v,,,-v,=0fori=1,2, ..., k, since

1. Inthe set {v{, vy, ..., V,, V,(y}, V{5 Vs, ..., V. are nonzero orthogonal

/
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Via V= uk\- v, ——u"“: ‘FIWQ..._ u"“: .F_l v v Y
1 i-1
Mt Wiy oy, e Ve y g SR ey g O
vl Vi Jvil
3. v, =0, since otherwise
_ k+1_“k+1'2v1 Vl_uk+1'Z’2 v, - uk+1';’k V.,
vi| v, vl

which implies u,,, € Span{v,, v,, ..., v,} = Span{u,, u,, ..., u,}.

4.v,.,, € Span{vy, ..., v, u,} € Span{u,, ..., u, u,_}
= Span{v,, ..., V;, V. } € Span{u,, ..., u,, u,}

5. {u, ...,u, u,,}i1s L.I. = dim.Span{u,, ..., u, u, .} =k+1,
{Vi, ..., V), Vi,  } 1s orthogonal = {v,, ..., v, v} 1s L.L.

= dim.Span{v,, ..., v,, v, } = k+1,

= Span{v,, ..., V,, V.., } = Span{u,, ..., u,, u,}

L
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Example: § = {u,, u,, w3}, whereu,=[1 11 1], u,=[2 10 17,
anduy,=[1 1 2 1]"are L.I vectors. Let

1 2 1 1
B B 1 _UQ'V1V 1 _% 1 B 0
M N T A 0 41| 7| =1 |
1] 1] 1] 0
1 1 1 1]
v u us - Ugq us - U9 . 1 5 1 (—1) 0 . 1 —1
3 3 1 2 —— - T 4 —
[[v1[? [[val[? 21 4|1 2 —1 1
1] 1] 0 -1 |

Then 8" = {v,, v,, v;} is an orthogonal basis for Span.'.

To multiply nonzero scalars on any vectors of § will not
affect its being an orthogonal basis. For example, § =
@ {v,, V,, 4v;} 1s still an orthogonal basis.
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Definition
A vector that has norm equal to unity is called a unit vector.

Property: For any nonzero vector v, (1/||v||)v is a unit vector.

Definition
An orthogonal basis consisting of unit vectors is called an orthonormal basis.

Property: Every nonzero subspace has an orthonormal basis.

Example: 8= {v,, v,, v;} is an orthogonal basis for Span §, where
S={11117,[21017,[1121]%.

Since ||vi|| = 2,||va|| = V2, ||vs|| = 1, then set

1 1
B = {W17W27W3} — {5"17 ﬁv272v3}

@s an orthonormal basis for Span S.




Question

Let S = {w1,was, -+ ,wi} be an orthonormal basis for a subspace W of R",
and let u be a vector in W. How do we express u as a linear combination of
vectors in S7
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Representation of a Vector in Terms of an Orthonormal Basis
Let S = {w1,ws, -+, Wi} be an orthonormal basis for a subspace V of R",
and let u be a vector in V. Then
u=(u-wy)wi + (u-wy)ws + -+ 4+ (u- wg)wg.
Proof
(- y
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Representation of a Vector in Terms of an Orthonormal Basis

Let S = {w1,ws, -+, Wi} be an orthonormal basis for a subspace V of R",
and let u be a vector in V. Then

u=(u-wy)wi + (u-wy)ws + -+ 4+ (u- wg)wg.

Proof 1fu=c,w, +c,w, + - +c,w, thenc,=u-w/|lw|=u-w,

Example: In the above example, B = {w,, w,, w5} 1s an orthonormal
basis for SpanS, where S={[1 11 1],[2 1 0 17,

[1121]%. Foru=[2 3 5 3]"& Spans,

u = (u-wp)wp+ (u-wo)ws + (- W3)Ws

13 n —3 m 1
p— —W — —W3.
2 1 \/i =) 2 3




-

Homework Set for Section 6.2

e Section 6.2: Problems 5, 8, 9, 14, 16, 53, 54, 55




